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Contextualizacion

La IAG estd cambiando métodos tradicionales de enseianza, clases,
evaluacion, tutorias (Jereb y Urh, 2024; Zhou, 2022; Ifenthalery
Schumacher, 2023).

Ejemplos: ChatGPT, Grammarly, Copilot, Notion Al.

Nuevas formas de interaccion, tutores virtuales, personalizacién del

aprendizaje, inclusion.

La introduccién IAG en la educacidn requiere un marco ético (Asri,

2024; Munawar, et al., 2024)



Objetivo

v" Explorar la adopcién de herramientas de Inteligencia Artificial
Generativa (IAG) por el alumnado universitario.
v’ Variables analizadas: Facilidad de uso, Utilidad percibida, Impacto

en rendimiento académico, Preocupaciones éticas.



Fundamentos teoricos

v" Modelo de Aceptacion de Tecnologia TAM (Davis, 1989).

Adopcion basada en utilidad y facilidad.

v' Modelo de Aceptacién de Valor VAM (Kim et al., 2007). Analisis

coste-beneficio percibido.

v' Enfoque ético: privacidad, equidad, autonomia.
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Metodologia

Investigacion cuantitativa.

Instrumento de medicidn: cuestionario validado (Likert 1-5).
Muestra 353 estudiantes de 10 universidades publicas.
Datos recogidos entre enero y abril de 2025.

Muestreo de conveniencia a través de correo electrénico a

Personal Docente para la recogida de los datos al alumnado.



Datos sociodemograficos

Hombre 153 44.61
Mujer 190 55.39

Q.
1]

Areas
conocimiento

_ Arte y Humanidades 26 7.36
_ Ciencias Juridicas 49 13.88
_ Economia y Empresa 58 16.43
_ Ciencias de la Salud 63 17.84
_ Ingenieria y Arquitectura 98 27.76
_ Ciencias Sociales 59 16.71
]



Variables

v’ Facilidad de uso y Utilidad percibida basadas el Modelo de
Aceptacion de Tecnologia (TAM), disefiado por Davis (1989).

v Impacto en rendimiento académico, basada en Modelo de

Aceptacion de Valor (VAM) disefiado por Kim et al., (2007).

v Preocupaciones éticas, basada literatura relacionada con uso 1Ay
privacidad, transparencia, equidad y autonomia humana (Shin, 2021;

Jobin, et al., 2019; Zawacki-Richter, et al., 2019)

v' 4 items por variable > validacion por Alfa de Cronbach (> 0.75).



Descriptivos variables

i s

Facilidad de uso 4.65
Utilidad percibida 4.14
Rendimiento académico 3.18

Preocupaciones éticas 2.33



Resultados

Preferencias del alumnado

v' ChatGPT, Copilot, Grammarly, Socratic, Notion Al, Tutor.ai.
v" Funciones: asistencia, correccidon, organizacion, explicacion.

v' Uso y accesibilidad muy altas para ChatGPT y Copilot.



Resultados

ChatGPT Muy alto 4.8 Generador y tutor
virtual

Copilot Muy alto 4.7 Simplificacion de
tareas

Grammarly Alto 4.31 Correccion de
textos

Socratic Medio 3.99 Explicaciones de

ciencias



Principales hallazgos

Alta adopcion por
accesibilidad (versiones
gratuitas).

Percepcion IA - mejora
de rendimiento.

Utilidad y facilidad uso
positiva

Escasa preocupacion
ética y falta de apoyo
institucional.
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Implicaciones para la Ensenanza

Necesidad de formar a los estudiantes y docentes en el uso adecuado

IAG .

Continua investigacion para conocer evolucion implementacion IAG.
Desarrollo politicas que ayuden a la integracion herramientas IA.
Las instituciones deben asegurar uso ético y responsable IAG.

Creacion cultura académica que promueva uso adecuado estas

herramientas.



Conclusiones

v’ La adopcion IAG transformacion sin precedentes en la Ensefianza.
v ¢Estd la IAG perjudicando el proceso de aprendizaje del alumnado?

v Desde la Comunidad Educativa es necesario educar en uso

responsable de las herramientas IAG.

v' Recomendaciones: formacion docente/estudiante, politicas

institucionales, investigacion continua.
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