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La investigación analiza cómo la inteligencia artificial y los deepfakes generan y difunden 

desinformación antifeminista en la moda, usando como caso las cinco últimas ediciones de la Met 

Gala (2020-2025). Se estudia la actividad de la manosfera en Instagram y TikTok, donde proliferan 

imágenes y vídeos manipulados para atacar figuras femeninas vinculadas al evento. 

 Enmarcado en el proyecto I+D “La 'manosfera' en Redes Sociales. Produsage cultural para revertir 

los estigmas de género y la cultura del odio” (referencia PID2022-141877NB-I00, Ministerio de 

Ciencia, Innovación y Universidades), el estudio integra análisis visual de contenidos, estudios de 

desinformación de género y el examen de tendencias internacionales. 

Introducción a nuestro 
estudio



El trabajo es pionero al cruzar IA, desinformación y estudios de género. 

Aborda cómo los deepfakes transforman la circulación de bulos en redes 

visuales, un fenómeno poco explorado desde una perspectiva 

interdisciplinar y con impacto directo en la violencia simbólica contra 

mujeres.

Originalidad y 
Metodología

El estudio combina análisis visual, revisión de expertos en desinformación 

de género y análisis de tendencias globales. Se documenta el 

desplazamiento de la manosfera hacia plataformas visuales, donde la 

viralidad amplifica los mensajes misóginos y antifeministas

La proliferación de la inteligencia artificial ha creado una nueva era en la 

manipulación audiovisual y la desinformación. A través de la técnica de los 

deepfakes, la alteración de imágenes y vídeos de personas con extrema 

verosimilitud desafía la confianza pública en los contenidos visuales, 

generando contextos de engaño especialmente agresivos en el ámbito de la 

moda. 



Justificación y vacío 
académico

Existen tres razones de peso que hacen urgente este análisis:

• Las mujeres son las principales víctimas de los deepfakes sexuales y de 

odio, y la mayoría de países carecen de legislación efectiva específica 

para combatirlo.

• Comunidades antifeministas transnacionales han perfeccionado 

mecanismos de manipulación digital, actuando por encima de las 

fronteras y adaptándose rápidamente a las novedades tecnológicas.

• El impacto emocional, profesional y vital de la viralización de estos 

contenidos, que muchas veces induce a la autocensura, al daño 

reputacional y al retraimiento del espacio público digital, aún está 

subestimado en la literatura académica.



La Met Gala como caso de 
estudio

La Met Gala, uno de los eventos de moda más mediáticos y globales, se ha convertido 
en un escenario estratégico para la propagación de desinformación de género y 
ataques coordinados contra mujeres influyentes. Tradicionalmente vista como un 
ámbito superficial, la moda ha pasado a ser un espacio central de disputa simbólica 
donde se legitiman discursos antifeministas y se refuerzan estereotipos a través de la 
manipulación digital. 

Durante las cinco últimas ediciones (2020-2025), la Met Gala ha sido utilizada por 
comunidades antifeministas y la manosfera para difundir deepfakes y narrativas falsas 
sobre celebridades, diseñadoras, periodistas y otras figuras femeninas asociadas al 
evento. Estas campañas suelen emplear imágenes y vídeos alterados mediante 
inteligencia artificial, que se viralizan rápidamente en plataformas visuales como 
Instagram y TikTok gracias a algoritmos de recomendación y la lógica de la viralidad

El impacto de estos ataques trasciende fronteras, afectando tanto la reputación como 
la integridad emocional y profesional de las víctimas. La difusión de deepfakes y bulos no 
solo refuerza la desconfianza pública en los medios, sino que también contribuye a la 
normalización de discursos de odio y a la erosión de la confianza social, especialmente 
entre los jóvenes, principales usuarios de estas redes



Brechas legales y desafíos

La proliferación de deepfakes misóginos y la desinformación visual encuentran un 

terreno fértil debido a la ausencia de marcos legales claros y efectivos. La mayoría 

de los países no cuentan con leyes específicas que aborden la creación y difusión de 

contenidos sintéticos con fines de acoso, difamación o violencia de género, lo que 

facilita la impunidad de los agresores y la rápida expansión de bulos y campañas de 

odio en redes sociales.

Estados Unidos: Aunque existen leyes recientes (como la Take It Down Act y la Deepfakes 

Accountability Act), su alcance es limitado. La fragmentación entre legislaciones estatales y 

federales, junto a la dificultad de perseguir delitos transfronterizos, deja importantes 

lagunas jurídicas.

Unión Europea: El Acta de Inteligencia Artificial obliga a etiquetar los contenidos sintéticos 

y prohíbe aplicaciones de alto riesgo, pero carece de mecanismos coercitivos sólidos y 

depende de la autorregulación de las plataformas tecnológicas.

España: No existe una ley específica sobre deepfakes; se aplican normas generales sobre 

derecho al honor e imagen, insuficientes ante la complejidad y velocidad de la 

manipulación digital.



Resultados y 
afectadas

El análisis de las cinco últimas ediciones de la Met Gala revela como celebridades de alto perfil han sido blanco 

recurrente de campañas de desinformación visual y deepfakes. 

Entre los casos más virales y representativos identificados en Instagram y TikTok destacan los ataques sufridos 

por Zendaya, Kim Kardashian, Billie Eilish y Rihanna. 

Estas figuras han visto circular imágenes y vídeos alterados mediante inteligencia artificial que las muestran con 

atuendos que nunca llevaron, en situaciones falsas o en actitudes que jamás ocurrieron durante el evento. 



Impacto transnacional y 
social de los deepfakes 



Propuestas y conclusiones

La investigación propone un modelo de intervención tripartito que combine la educación mediática, la auditoría algorítmica y la actualización 

normativa. 

La educación mediática es fundamental para desarrollar el pensamiento crítico y la capacidad de discernimiento ante la proliferación de contenidos 

sintéticos, permitiendo a la ciudadanía identificar y rechazar la desinformación visual y los discursos de odio. 

La auditoría algorítmica, por su parte, busca identificar y corregir los sesgos presentes en los sistemas de moderación y recomendación de 

contenidos, exigiendo mayor transparencia y responsabilidad a las plataformas digitales. 

Finalmente, la actualización y armonización normativa es imprescindible para dotar a los países de leyes específicas y protocolos internacionales que 

permitan detectar, denunciar y retirar deepfakes misóginos de manera eficaz. 

La lucha contra la desinformación visual exige el compromiso de todos los actores sociales y la construcción de una cultura digital más justa, 

inclusiva y respetuosa con la diversidad.



Para trabajar en 
clase

Preguntas para el alumnado:

• ¿Qué daño emocional, profesional o social puede sufrir una persona tras un deepfake viral?

• ¿Cómo puede incidir la colaboración entre seguidores y plataformas en la detección y desmentido de información falsa?

• ¿Quiénes deberían liderar la alfabetización mediática sobre deepfakes: Estado, medios, escuela, plataformas?

Práctica individual sugerida: Elige un caso actual de deepfake relacionado con figuras públicas femeninas. Analiza el contenido, detecta estereotipos 

y propone un plan para minimizar su impacto.

Práctica grupal 1: Diseñad una campaña creativa para sensibilizar a adolescentes sobre los riesgos de la desinformación visual en la cultura de la 

moda, utilizando recursos audiovisuales.

Práctica grupal 2: Elaborad un protocolo deontológico contra  deepfakes en redes sociales, detallando la colaboración de distintos profesionales.
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